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ARE 0.1%Z-ACCURATE GAMMA-RAY ASSAYS POSSIBLE POR 235y SOLUTIONS?®

J. L. PARKER, lLos Alsmos National Labor-.tory
Group Q=1, MS E540
Los Alamos, NM 87545
(505) 667-2161

ABSTRACT

The factors influencing the aczcuracy of
passive gauma-ray assay of unriform, homogeneous
solution samples have been studied in scme de-
taill, particilarly for the assay of 233y 1n
uranfum sclutions. Factorc considered are the
overall long-term electronic pgtability, the in-
formation losses caused by the rate-related
electronic processes of pulse pileup and dead-
time, and the self-aztenuation of gamms rays
within the samples. Both experimental and com-
putational studies indicate that gamma-ray sssay
procedures for sclution samples of moderate size
(from “10 to perhaps a few hundred milliliters)
are nov capable of scciracies approaching 0.1X
i{in many practical cases.

1. INTRODUCTION

Solurions, because they are uniform and
homogeneous, offer the possibility for highly
accurate nordestructive gamma-ray assays of the
génza-ray-emitting isotopes contained in them.
A task to devclop a gamms-Tay assay system to
determine the 233U content of enriched-uranium
sclutions has provided the opportunity; to study
care‘ully some of the more important factors in-
fluercing the accuracy of quantitive gamma-ray
assays. The factore studied are the long-term
electron‘c stability of mcdern assay systems,
the {nfc.matio. lcsses resulting from the rate-
related electronic processes of pulee pileup and
processing circuft deadrime, and the self-atten-
uation of the emitted gamma rays vithi{n the sam-
ples. The laet factor, ssmple self-attenuation,
is particularlv f{mportant in solutfons cf high-2
elements such as yranium becsuse of their very
highk m~sa attenuation coefficients.

In discuseing the accuracy .f gamma-ray
assay procedures, it is ronvenient to also speak
of precision and bias. Decause various dcfini-
t.ong are in use for all three terms, it seems
necessary to explain briefly the meaning of the

¥Worl eupported by the US Department of Energy/
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terms as used in this paper, though with liztle
effort at wmnathesatical rigor. Piecision wil)
be essentially pure repeatabiliry, a meature of
the dispersion about its average value of s set
of assay values from “epeated measurements of
the sane item under specified and constant con-
ditions. Thus defined, & measurement procedure
may be highly precise but very inaccurata. The
megsuie of precision will be the standsrd devia-
tion, the square root of the sample variance
[see Fq. (&)]. Biss will mean the deviacion n¢
a highly precise average of a ser of meas:re-
ments from the true «r scceptec value. Accuracy
will {wmply both high precision and lov bias.
The phrase 0.12 accuracy will essentially mean
that 682 of all measurements are within 6.1 of
the sccepted value and that 95. are within 0.22
of the accepted value.

The design goals for the syotem motivating
the study required the determination of the 235y
maos in 30-mx samples with concentrations rang-
fng frum 1 to 500 g 233y/i. Throughput require-
ments dictate a maximum assa; time of 1000 s.
For molution concentratiors 250 g 235Uil'-, assays
require precisions of <0.11 and accuracies as
close to 0.1X ae possible. In the lower concen-
tration range, 1-50 g 233U/, the assay bias is
still required to b« <0.11, even though the pre-
cision and therefore the accuracy will be 20.1%
for the prescribed assay time. The measurements
are based upon the detection of the 185.7-keV
ganza ray emitted by 3 at the rate of
“43 000/e-g.

I1. FACTORS INFLUENTING ASSAY ACCURACY

The long-term strability (for pertods of
days at least) of the detectcr-elec’ oni aystem
used is obviously cructal t> obriining .onsis-
tently accurate aseay results. Based upon past
experience, it was immediately concluded that
the requeated system must employ high-resolution
germanium detectors snd high-quality electronic
data arquisition equipment if 0.1 arzuracy 1is
to be aprroached. The question was whether the
stability of such detector-electronic systems
is good enough to give overall precisions of
%0.1X for ressonably long tiwe perfoda. The



importance of various electronic paraseters may
vary depending on the specific procedures used
for data acquisition and reduction. In the cur-
rent case involving U aseay, for exasple,
the high-resolution spectrum is sufficiently
unconplicated to Jjustify the use of simple
reglon-of-iuterest (RCI) summation wmethods to
sxtract the full~anergy pesk areas, which are
the fundamental information required. When
using fixed ROIs, it is extremely important that
the full-energy peaks remain fixed relarive to
the ROI, which requires that the energy calibra-
tion must be very stable, wvhereas it is not
quite as important to have s very stable peak
shape as it would be when using some of the
spectral fitting codes. For any proposed assay
procedure, tle important paraceters wmust have
the required stadility, not just in an environ-
mentally confrolled laboratory, bdut often in
production-type environments under quite diffi-
cult conditions.

When ursnium solutions to be assayed cuver
a wide range of concentrutions as well as s wide
range of soluticn typeas, the corrections both
for the slectronic losses caussd by deadtime =nd
pileup and for the sample self-attenuation be-
come jmportart. The corrections for the self-
sttenuation may vary over several hundred per
cent, and lecause count rates generully follow
the concencrstion, though lass than proportion-
ally, the corractions for the pileup and dead
time losres may also vary by several hiendred per
cent, This is particularly true of the pileup
and dealtime losses vhen it is necessary to use
shc.t sample-to-detector distances to increase
the couat rates to obtain good precision in &
short time.

As formulated within tlie nuclear safeguarde
rerearch ard development program st the Los
Aleamos National Laboratory, quantitative gamms-
ri1y assays ar. usually based upon a corrected
r.ount rate fiom the fsotope of interest given by

CR = RR * CF(RATE) * CF(ATT) , (1)

where CR is the corrected rate, RR is the ravw
scquisition rare, CF(RATE) {s the correction
factor for the rate-related electronic losses
rerulting from the combined sffects of pileup
snd deadtime, and CF(ATT) s the correction
factor for the self-attenuetion of the gamme
radistion within the eample. When the correc-
tion factors CF(RATE) and CF(ATT) are properly
defined and computed, CR becomes the count rate
that would have beon observed {f there were no
eslectronic losses and no ean,ie self-attenus

tion, Often, CF(ATT) is defined in such a way
that CR 4s the rate Lhat would have been odH-
sarved {f the sample had bevn reducwd to a non-

Jattenuating point in a fixed position relative
to the detector. With the two correction fac-
tors thus defined, CR (s proportional to the
mass of gamma-ray-emitting {sotope, and we have
the relationship

CReK*N , (2)

where M {s the mass of the fsotope being assayed
and K {a @8 constant of proportionality, which
is actually the calibration factor for the assay
geometry being used. Such linear, one-parameter
calibration “"curves” are obvisusly simple to use
and are particularly useful when it {s desirable
to extrapolate somewhat beyond the range of iso-
tope mass represented in the calibretion stan-
datds. nNote also that when CR 1is defined as
above, the calibration is {ndependent of the
chemical composition of the standards asnd un-
knowns and 1s quite insensitive to reasonable
differences I{n size and chape between then.

All three factors entering into CR are im-
portant. In principle, RR is easiest to deter-
nine, being just the full-energy peak area di-
vided by the true time of data acquisition.
Howevaer, to avoid hi<sed velues of the peak
area=, which aze the fundamental data entering
into CF(RATE) and CF(ATT) as wvell as RR, good-
quality, modern equipment (including the detec-
tor) must be used, and it oust be properly set
up and adjusted. If this is done, the full-
energy peaks should be nearly symmetric and es-~
sentially free of either high- or low-energy
tailing, vhich makes it drfficult to extract the
peak areas {n an unbiased manner. The use of
pileup rejection improves the peak shape as well
as the oversll precision and should probably be
used when data acquisition is raquired at high
rates.

A: __Electronic Stability

Most of the testing of electroric stability
wvas done by examining the pure repestability of
the ratios ot full-energy peak areas fror appro-
priate multiple isotope sources. Vecause the
study was motivated by the developmeut of a non-
destrurtive assay system for U tn solutions,
puch of the wvork was don: with combined aources
of highly enriched uranium wmetal (V93X 2330) and

4lpm, the 741pn being used becsuse it e a
stiong candidate for u~e as the refsre.ce source
for the correction of deadtime and pileup losscs
in that assay system. When using the reference~
source procedure for correction of rate-depend-
ent electronic losses, all results sre based on
the rutio of full-energy peak areas of the assay
isotope and the reference mource. Thus, examin-
ing the repeatability of such ration aeemed a



legitimate way to test the s-ability parameters
sost important to the proposea assay device.

The intent of the exerciss wvas to test only
the stability of the electronic portion of the
system and to avoid a'l positional effects,
which could occur if sources move! slightly rcl-
stive to one another or to the de-sctor. Thus,
comtined sources were used, a “1an sourca tapad
firmly tc an enriched-uranium d!'sk i1in most
canes. They were placed far enough from the de-
tectors that a elight change in the pusition
of the combined source relative to the detectors
did not significantly change (<<0.1X thc ratio
of the full-znergy interaction rates (FEIRe) for
the gamma rays of interest. Onl: erer;y-depeuni-
ent change in the full-sne-gy interazt'on effi-
ciency of the detector snould have “een able tc
change the ratio of FEIRs signif cantly, and
tha: kind of charge is certainly not oxpected
during periods of dayr or veeks.

So that small {nstrumental effects could
bae detected, it wvas necessary t, maximiie the
data throughput to achieve the best porsible
statistical precision in the s'ortest poasible
time. To do ®o, gross counting ratea of
135 000/8] were used in &) test exarcisas.
The awmplifiers were used with l-us time con-
stants, ard only 10Z&-channe’ conversion giins
vere used in ths 100-MHz Wi{l' {nson-type ans.ug-
to-digitasl converters. Unde' these conditicns.
evan though the spectroscops systems used for
the test were not particularly fast, the fu.)-
energy peak areas of both the 2elpan  59.5-kaV
gamma ray and the 233U 185.7-ke’ ganza ray g-ev
at rates of Letween 2000 a.d 100G events per
smscond depending on the combined source used and
ita exact p-sition relative tc the detector.
In a 350C-8 true-time count, loth j-eak aress had
vell over 10% counts and pracisfoas of €0.11,
the estimated precision of the asrra -arifos wac
typically VG.13X.

To guarantee that the ful)-energy prake
would remain fixed in positfon relative to the
ROI used to extract the pcik arcas, digiral sta-
ti{lizaticn was used Iin all cawea. In all tests
tnvolving Z2%1Am and 435U, both tre 39.5-keV paak
and the 185.7-keV pesk were stabiliced. With
stabilizarfon no psak of {nterast ever woved
more than a faw hundredths of a channel from {te
noninal position, thus effectivsely eliminating
dri{ft in the energy calihration as a matter of
concern.

Two tocally different (including the gerwa-
nfum detector), though similar, esystems were
tested. Because of asofrware limitations, che
firat aystem vas limited to counts of <600-s
true time to avoid channel overflo». When the

second systen wai tested, those limitations had
been ~liminsted. Table I rummarizes seven jets
of data taken with the first systes over a pe-
riod of 13 days using two differsant combined
sources. The romputed estimates of the standard
deviatiuns of the grand averages are consistenr
with the values estimated from the counting sta-
tistics for dats from both sources. Of the
seven recuced chi-squarse values (X</v), five are
grester than 1, and the probatilities for cthe
values found suggest an influence of elactronic
ctability on the overall precision of no more
than 0.0°X. Table II demonstrates the consis-
tency within one of -he 500-count dats eets. In
this particular set covering B85 h, there is no
detectable instrumenta) influence at even the
0.011 level.

Table 1I1 gives results of a test of the
second system examined. 1In this cas=, with no
1initation on count time, 6000-s counts were
veed giving a precision of “0.035% for the
185.7- to 359.%~keV area ratioe. Sixty spectrs
were acquired in a continuous 100-h period, and
in thir case, ratios were also computed for the
othe: <35v gcoma rays of 143 8, 164.6, and 205.3
keV. Again thy standard daviations computed
from the 60 replicate spectra agree very well
with those ccmputed from the estimated preci-
sions of tha various peak aresas. Three of the
tour X2~ wglues ecce >1.00 with probabilities

A2 1

SUMMARY OF RESULTS OF SEVEN PRECISION RUNS
WITH SYSTEHM NO. 1

True Time
Number of par Eotimated
Spectra Spectrum Average REDY of Ratic
ir Run _ (s) Macto, (2 | Xy
128 300 1.2480 G.011 1.132
12% 100 1.2a7? 0.012 0.98)
so0C a0 1.2479 0.005 1.021
123 500 1.2470 0.012 0.90%
Talculated RSD 0.011
123 300 G.013s 0.011 1.001
123 300 G.6138 0.011 1.017
1% 800 0.01)? 0.00% 1.002
Calzulsated RSD 0.01C

s
Relativ: s andard deviution.



TABLE 11

INTERNAL CONSISTENCY OF 1 PRECISTOF RUN
OF 500 SPECTRA OF 600 s EACH

Calculated RSD of single ratio (X) 0.1162
Av. estimated RSD of single ratio (X) 0.1160
Reduced chi-square 1.004
Av. of 500 ratios 0.81373
Av. of lst 100 ratios 0.8138
Av. of 2nd 100 ratics 0.8137
Av. of 3rd 100 ratios 0.8138
Av. of 4th 100 ratios 0.8137
Av. of 5th 100 ratios 0.81383

agein {ndicating an instrumental influence of no
sore than 0.01X.

The results of the exercises reported and
of many not described all seem to agree that
modern gamma-ray spectroscopy systems are suf-
ficiently stable to give long-term area-:atio
precisions of “0.01X. Such stability and preci-~

sion is adequate to pernit O.lX-accurate asaays
{f the necessary corrections can also be wmade
with suffi{cient accuracy.

The X2/v values presented in 1ables I, II,
and 111 are computed from the definit.on

The quantity S2 is the sample variance of the
measured peak asrea ratios from the replicace
spectra. It is computed from the formula

n
s2«|1 & ~B /-1, (%)
1=1 1

where Ry are rhe measuTed peak area ratios, R
is the average ratio, and n is the number of
ratios in the data set, The quantity 02 ts
the average estimated variance of the individual
R;, which are based on the estimated variances
o* the two peak aress concrrned. They in turn
are computed from the variances of the ROI sums
from which the area is found, and the variances
of the ROI sums are, under the assumpt.on of
Pcisson statistics, equal to the sums them-
selves. Because c¢f the crucial importance to
the precision test of properly estimating the
variance of the peak area ratios, the relation-
ship used is given here, though without deriva-
vion, along with the algorithm ueed in computing
the peak areas, Figure 1 shows schematically a
portion of spectrum containing one full-energy
peak with the ROI used to find the peak area and
its estimated variance along with notation for
the required ROI parameters. With the notation
from Fig. 1, the background subtracted from the
peak ROI sum is

N
B = [rep vvap] e g (5)

which 18 the area in the peak ROI beneath the
line defined by the centers of the background

ROI and the average count in them. 7The full-
XN = 8202 ) energy peak area {s& then
A=P-B . (6)
TABLE 111

SUMMARY OF RESULTS OF PRECISION TEST OF SYSTEM NO. 2
(60 $PECTRA OF 6000 s EACH)

Mean Area Calculated
Gauma-Kay Ratio to KSD of
Energy 59.5-keV Sing'e Ratio
. (keV) ~ Camma Rey (%)
143.8 0.165% 0.087
164.6 0.101 0.113
185.7 1.430 0.038
205.3 0.146 0.079

Probab{lity

Estimated for
RSD of Fxceeding
Single Ratio x*/v
S €. O MU 70 ¢, 9 N
0,086 1.023 4)
0.116 0.9%7 57
0.036 1.138 22

0.¢79 1.014 4%
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Fig. 1.

RO{ and associated parameters used in computing tha

net background-subtracted area of a full-energy peak and the
estimatead standard deviation of the area.

Now the expression for the estimated variance
of the area 18

02(A) = 0(p) +02(B) , (N
where
02(p) = P (8)
and
?
N B B
2 w |2 2,0ty k
0 (B) <2> e ARG IS I
M 2
9)
vwith
K= (ip ¢+ lp - 2X2)/(Fh - X) {10)
The eapression for 02(3). though eosevhat
complex, {s corract for the cases where the
background RCIa are not symmetricaliy placed

1f the background
that {es, with

relative to the peak ROls.
RO1s are aymmetrically oplaced,

(fp = Xi) = (X, = ﬂp), the coetficient K = 1.000,
and 8 simpler expression is obtained. Finally,
using etandard procedures for combining the var-
farces of a quotient, we have for the estimate
of the variance of & peak sares ratio, A)/Ay, the
expressicn

2 2
02(9}_) ) (,) Sy dup)
A A Af Azi

(11)

The only condition _.hat must apply is that none
of the six ROIs {invoived may overlap, which
would destroy the assumed {ndependence of the
estimated varfances of the ROI sums.

B. Electrsnic Losses

In high-resolution gamma-ray spectroscopy
tha loss of information resulting from the com-
bined effects of electronic pileup and deadtime
fs great at high input count rates, often >50X.
Even at low rates, the Joas {s signiffcent, and
corrections muat ba carefully made at wil rates
1f sccuracy spproaching 0.1% is to be achieved



in vassive gamma-ray assays. There are cur-
rently three tvpes of methods for making the
necessary corre-tions. All the methnds make the
basic aesumption that all spectral full-energy
peaks suffer the sam. fraction of loss because
of deadtime and pileup.

First, there are the purely electronic
methods, most of thex based upon fast~timing
circuitry that detects piled—up events and ex-—
tends the counting time sufficiently to compen—
sate for the ccmbined effacts of both pileup and
deactime. Such systems suffer limitations in
the finite resclving time or germanium detectore
(usualiy 2C.5 us) &nd in the first-order proce-
dure normally used in extending the counting
time. In general, they are not adequate for use
ir assay syrtems where accuracy spproaching 0.12
1s desired cver a fair)s tbroad range of count
rate. Recent work, perticularly bty Westprnal,
seems tc remove the .imitaticns and may offer
the required accuracy at the price of a more
compler data scquisition system. Ad:itionally,
if work aust be done under ccadirions of both
changing rate and spectral shape, methods such
as thoss of Westphal are the only onns with the
required capability.

A seccud commonly used procedure employs
pulsers _c inject intc the spectrum a peal that
suft -r¢ nearly tre same fraction of lceses as
do the gamma-ray peaks. Correcticn is made by
comparing the numnber ¢f pulses injecred with the
nunmber appearing in the pulser peak Trere avre
nubercus implementations of the pulser method,
scme emp.cying orui-ary fixed-peri-d pulsers.
some using randow pulsers, and scie using puls—
ers irn which the pulier rate is related toc the
inpul rate tc the BPeCtIORCOPY SyStem. Good
regults can te cita.ned vith all the {icplementa~
tions, “ut there are common difficulties relat-~
ing tc¢ ampiitude andior rate stabilities of the
Fulsers ard to t%e difficulty of inserting the
pulses ttrougl. the pr-.mplifier withcut eome
degree of apectrum~disteoiting undershoot at the
amplifier cutput. Ir A fixed-pericd pulser is
used, aes ip mcrt cocmmon, A correcticn must also
be made for the fact that thke pulser events,
* fck naither pile up on thewselves ncr are lost
becguse of their own deadrime, suffer somewvhat
emalle: losses than the full-energy gamma-ray
e-ents.

"“he third pethod mey pe terrsd the ref.r-
ence-source method, and at this tiue (lace 1983)
it seems most able to provide, with aeta.dard
spectroscopy equipwment, the accura.y needed in
the assay system being deve:>cped at los Alamcs.
It {a similar to the pulser method {n that cor-
rect {fons are basad cn a reference peak in the
spectrum, but the reference peak comes from a

gamma-ray source fixed in position relative to
tlie detector so that the detector sees a con-
stant flux from the source. Stated d:fferently,
the reference gamma ray has a fixed FEIR In the
detector. Based on the previcusly stated as-
suaption that &1l the full-energy peaks in a
spectrum suffer .he same fraction of loss be-
cause of deadtime and pileup. the ratios of the
areas of any other sssay-related peaks to the
reference peak area are 1irdependent of such
losses. Assays cculd be based on such ratics
without ever explicitly determin‘ng the acrtual
fract‘on of lioss. Houvever, ofie would usual'y
like te know the actual magritudes of the rates
and corrections involved in an assay, and that
desire led tc the foruulation of the corrected
rate as given in Eq. (1).

Becsus.e of the nature of the correcticn
test exercises described below, it i¢ worth dieg-
cussing the form used for CF/RATE) and the form
of Bq. (1) resilting from its use. letting the
argument 7 refer to any gaama ray other than
the reference and the argument R re.er to the
reference gamma ray orly, we can define the cor-
rection factor CF(RATE) &s

FEIR(R) * TT

CP(RATE) = ACK) .

(12)

vhere
TIT = the true time of dara acquisition.

Thue def ned, C*(RATE) is the ratio of the tctal
number of -elerence gamma-ray full-gnergy inter-
actions to the number of them stcred In the
full-energy penk and is therefore the recipro-
cal of the fraction atored. The product
RR " CF(RATE) in Eq. (1) is then the FEIR ot the
gamma ray of interest. Lletting RR(Y} = Af7)}/TT,
ve have the expresiaion

AlY)
EIR(Y -
FEIR(T) = 010

* FEIR(P) , (1

80 ¥q. (1) can be revritten in its simplest form
as
A(T)

CR(7) = -A—,-{-s- * PEIR(R) * CFiATT) .  (1&)

It 1e seen expiicitly in this form that the cor-
reccted rates do not depend on the (rue time of
acquieition (though the precisior obviously
does), & virtue when a fixed arsay time is de-
sirable, as it ususlly is for a highk throughput
of .outine asiays. 1t should be mernticned that
the & cutacy of assay does .ot depend on sn ac-
curate value of FFIR(R). Indeea, PFIR(R) can-
r=1ls out when calibration is performad. but a
good value enables one to know the actusl .ates



involved in the assay, vhich is important when
sonitoring the performance of a syctem.

The other strengths and limitations of the
reference-source method should be mentioned.
Certairly 1rs simplicity is a virtue in that the
procedure can be applied to ary spectroscopy
system without the addition of more electronics.
There sre no problems in injecting pulser out-
puts into the preamplifier, there are no correc-
tions to the corrections as there are in using
a fixed-period pulser, and there is no diffi-
culty because of the finite pulse-pair resolu-
tion time of the timing c.rcuits. In addition,
the reference peak {8 constantly present for
digital stabilization aend for the checking of
detector performance. A significant limitation
is *hat finding a source with appropriate half-
life and gamma-ray energy for a desired applica-
tion 1s not always possible. In addition, the
reference source itself mvst usually have a sig-
nificant count rate that causes additional
lcsses and results in poorer overall precision
than vould be achieved in the same ccunting tiae
with other methods. And finally, the reference-
source method (es well as the eiopler pulser
procedures) 1s only applicatle in situations of
constant count rate and constant spectral shape.

The sssumption that all the full-energy
peaks suffer the same fraction of loss 1is not
exactly true in practice, primarily because the
width ard detalled shape of the peaks are func-
tiorn of btoth erergy and count rate- In apply-
ing the referer-e-peak me.hod to correc for
rate-deperdest losses, precautions must be ob-
served tc umirimize the degree toc which the as-
suzption falls shorc. Some cof thcse precau-
tiors, moet 6f which would apply to any of the
correction mathods, are lisred below.

(1) Apply the procedure, where pcasible,
cnly cver a Narrov energy range.

(2) Try to keep the peak width and shape as
cocnstant as possible as functione of
both erergy and count rate, even if -hat
requires degrading the lov-rate peak
reaclutfon to some extent. Projar ad-
justment of the amplifier end the use
cf pileup rejection car help considera-
bly.

(3) Avoid4 convex or concave backgrounde be-
neath {mportant peaks, aspecially the
reference peak. It is good if the ratio
of the refererce peak asrea to the back-
ground srea beneath it can be Naept >10.

(4) Great care must be exercised in extract-
ing cthe full-energy peak aress. No
lengthy discuss.ion can ba given, but ob-
taining accurate peak areas undiased by
variation in peak #idth or minor rate-
dependent tsiling is crucial to obtain-
ing accurate values of CF(RATE) and to
overall accuracy. It appears tiat ROI
nethods for computing the aress ~ay be
less sensitive to swmall changes in peak
shape than are some of the spectral
fitting codes whan the specrra are suf-
ficiently simple to use the ROI schemes.

The results of two tests of the accuracy
with which pileup and deadtime can be corrected
will ba presented here. The fiist test (done
in 1976) used solution samples of 73Se of
identical strenuation and shape but with differ-—
ert zotal S5e activities. The sbsolute activi-
ties were only approximately knewn, but the rel-
ative activities vere known to <0.21. The 25-md
samples were in bottles similar to those to be
used in the 235U agsay eystem now under develop~
ment and wvere counted ar s sample-to-detector
distance of V10 cm, great enough to mske neg-
1igible any variations in count rates resulting
from variation in bottle dimensions. The refer-
ence source wvas Cd, which has a single ganma
ray with an energy of B88.0 keV. Standard high-
quality spectroscopy equipment was used includ-
ing pileup rejectioa and digiral stabilization.
The reference source-ssmple combinations gave
gross counting rates over & range of 19000 s~1
to V60 000 ¢™*. The full-energy peak areas vere
covputad by ROI metnods wusing straight-line
background subtraction. Figure 2 gives tl .- _test
results for tha 136.0-keV gazms ray of ’°Sa,
the onc¢ that had the greatest intensity ar thus
the best precision. The lowver portion ¢ the
figure ahows the wmagnitude of CF(RATE) as a
function of gross count ratsz, and CF.RATE) {s
seen to change from V1.1 .0 V4.4 8 changu of
1300X. The upper portion of th: figure gives
the fractional deviation from th- average of rhe
136.0-keV FEIR per unit activit’, which shtould
have been constant {f the correctfons vere blas
free. Although a slight energy-depe-dent trend
1s evident, the variations are within 20.6I,
vhich 1s good considering that the corrections
varied by 2300%. In this case, the slight
trerid is due to & rate-dependent, slightly con-
cave background under tne 88.0-keV reference
peak. a r,gulr of nearby higher ensrgy pesks
fr-— the ’2Se. The increasing concave back-
ground caused an increasing negetive bias in the
full-energy ~eak area computed for the 88.0-keV
pesk by the straight-line background method,
vhich {n turn caused the incressing arror in the
ratio of the 13/.0- to 88.0-keV areas evident
in Fig. 2. Creacer lov-energy filtaring of the
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Fig. 2. Results of a test for the accuracy of the correction for counting

losses caused by electronic pileup and deadtime.
CF(T) 15 the constant correction for gamma-ray self-attenua-

being tested.
tion.

753 gamma rays and a more intense reference -

source could have effectively eliminated that
problem.

The secund test was recently perfcrzed and
largely avoided the minor problems evident {n
the first exercise. Seven nominally identical
nickel-plated uraniur metal disks (V93X 233p)
were us2d as counting samples, and lan  wase
used as tne reference source. A fixture sllowed
precisely reproducible positioning of each of
the seven uranium ssmples with respect to the
detector, and the reference source was, as
uvsual, taped firmly to the detector end cap.
Standard high-quality spectroscopy equipment was

again used {ncluding pi]euf relection and Aigi-
tal etabilization. The 24lAn reference source
slone gave a gross rate of “9500 s~1 with a
59.5~keV FEIR of 5987. s~1, A eingle uranium
disk added V€300 8”1 to the gross rate with a
185.7-keV FEIR of ~2300 »~1, With all seven
diske 1in place, the wmaxisum gross rate wvus

60 000 a1 with a 185.7~kaV FEIR cf 16 000 -1,

CF(R) 1s the correction

All the tackground ROIs were three channels
(0.6 keV) wide. Because there was a 1little
pileup-~induced high-energy tailing of the 185.7
keV peak at the higher rates, the high-energy
background ROI was centered at 191.5-keV, beyond
the pfleup tail. The 185.7-keV low-energy back-
ground ROI was centered at 181.1 keV on the low-
energy side of the weak but {interfering 235y
gamma ray at 182.7 keV, and the peak ROI was
centered on the peak and was three times wider
than the max{oum FWHM (i9 channels, or 3.8 keV).
The 59.5-keV reference peak had negligible high-
energy tafling, snd the background ROls were
placed symmetrically with l-channel gaps between
them and the prak ROI, which had the sume 19~
channel width as the 185.7-keV peak ROI. A aim-
ple, smoothed-step background subtraction was
used in computing the peak areas because it i
more accurate when background ROIs must be rele-
tively far from the peaks concerned.

Each disk was counted by itself and the
185.7-keV FEIRs were determined with estimated

raltattva ~® AN Nnee -



again deternined with relative precisions of
~0.05%. Because of the counting fixture, each
disk was in precisely the same positica relative
to the detectors whether counted singly oi as
part of a combination and therefore produced the
same FEIR in the detectors in both cases. The
essence of the test was to see vhether the meas-
ured 185.7-keV FEIRs of the various combinations
were equal to the correspondiny sums of the
185.7-keV FEIRs ¢f the disks measured singly.

Table IV summarizes the results of the
test. The total correction factors, CF(RATE),
range from 1.35 to 2.68, thus varying by about
a factor of 2. The ratios of the FEIRs of the
combina’ ‘ons to the corresponding sums of singly
counted rEIRs, which are determined with rela-
tive precisions of V0.06%, differ from 1.000 by
£0.001. It appears that at the highest rates
there is an V0.1X decrease in the ratios. A
aimilar exercise was performed with the uranium
samples farther from the detector so that the
maximum gross counting rates were 138 000 -1
with results that exhibited no discernible sys-
tematic trend.

The results given indicate that with stan-
dard high-quality spectroscopy equipment, prop-
erly set up, and with due care in extracting the
full-energy peak areas, the reference-source
method can make correct.ons for the combined
losses caused by pileup and deadtime with accu-
racies approaching 0.1X over a wide rangea of
count rate.

C. Self Attenuation Losses

If the sample linear attenuation coeffi-
cient ut 18 knowrn nloni with the sample dimen-
sions, the container {*, the container dimen-
sions, and the pcsition of the container with
respect to the detector, the correctfon for the
absorption by the sample of its own radiastion,
CF(ATT), can usually be computed with adequate
accuracy. If the sample-to-detector distance
is comparable to or less than the dimensions of
the detector or sample, CF(ATT) can usually be
computed with less error if the full-energy in-
teraction efficiency of the detector is known
as a function of encrgy and source position rel-
ative %o the detector. The CF(ATIT) are in gen-
eral strong functions of the sample u% and usu-
#2lly wuch milder functicns of the dimensional
and positional parameters. However all the
parameters must be known with sufficient accu-
racy to guarantee the necessary accuracy to the
computed values of CF(ATT),

1. Error in the Value of Sample ut,
If the composition of solation samples is varia-
ble, especially with highly variable concentra-
tions of high-Z components, the best, and usu-
ally the only accurate wvay, to determine thz
sample bl 14 by a measurement of the gamma-ray
transmission through the sample. The fundamen—
tal law of gamma-ray attenuation 1s

2
1=1 "%, (15)

TABLE IV

RESULTS OF TEST OF REFERENCE SOURCZ PROCEDURE FOR CORRECTION
OF COUNTING LOSSES CAUSED BY DEADTIME AND PILEUP

Appruximste 186-keV Total Ratio
Gross Rate FEIR Correction FEIRI Or(Ratio)
Samples ___<(l-1) (o~1y Factor T FEIRs (1)
1-7 60 000 16 353 2.68 0.9990 0.045
1-6 53 200 14 104 2.43 0.9997 0.061
1-5 46 300 11 847 2.19 1.0000 0.061
1-4 39 900 9 703 1.98 0.9997 0.061
1-3 33 700 7 664 1.80 0.9997 0.001
1-2 27 300 S 623 1.62 1.0004 0.067
2 only* 16 500 2133 1.35 - -

WRates and correction fantor for source No. 2 alone sre included
only to facilitate comparisons of ranges of rates and correction

factors.



where Io ies the intensity of s beas of gamma
Tays incident on a slab of material of linear
attcnuation coefficient pf anc thickness x, and
wheie 1 1s the intensity of the beam emerging
unscrttered and unabsorbed. The transmission
is detinad as the ratio

)
T-I/Io-e“" . (16)

The transmigsion is measured by determining
the FEIR of the chosen gamma ray from an appro-
priate external source Io, then by measuring the
FEIR again with the sample of known thickness
in the gamma-ray beam I. The measured trans-~
mission 1/1; is equated to eXP(’ugx) and solved
for pi, yielding

ul - =&nT

* an

The experimentally measured value of ul is
then used in computing CF(ATT). Because of the
generally logarithmic nature of the forms for
CF(ATT) as & function of T, the fractional error

in CF(ATT) 1s always less than one-half the
fractinngl error 1o the wvalue of T wused to
derive u*, a situation easing somevhat the re-
quirements for accuracy i1 determining T.

Figure 3 presents the results of a set of
test measurements (performed in 1976) designed
to explore the possibilities of accurately com-
puting CF(ATT) over a wide range of measured
transmission. In this test, as in that whose
results are given in Fig. 2, the samples were
2.5-cm~thick (25 s in flat-bottomed cylindrical
bottles of 10 cm? area) solutions of uranyl mi-
trate spiked with 755¢. The 73Se activity was
the sam® to better than 0.1X in all the samples,
but the uranfum concentration varied from
0.5-g/L to V500 g/R. Because of the constant
activity, the range of CF(RATE) varied only V102
over the whole range of samples, whereas the
CF(ATT) varied by V300X, the exercise thus being
essentislly a test of the accuracy of CF(ATT).
The sample-to-detector distance of "10 cc was
sufficient to reduce any error caused by ex-~
pected variatfon in the bottle dimensions to
<0.1Z.
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tior loss caused by ganma ray self-attenuation within the asssy samples.

CF(T) 48 the correction being tested.

tion for deadtime-pileup lossas.

CF(R) is the nesrly constant correc-



The CF(ATT) vere computed by numeric inte~
gration or the basis of & simple model using the
measured values of ul. The results_ presented
are for the 136.0~keV gamma ray of 755e, which
had the best precision samong the five gamma rays
measured as well ss high values of CF(ATIT).

The lower part of Fig. 3 gives the magni-
tudes of both CF(RATE), lapeled just CF(R) 4in
he figure, and CF(AIT), labeled just CF(T) in
the figure, along with the wmeasurad values of
T. The upper part gives the fractional devias-
tions from the average corrected rate with error
bars irdicating the estimated one-sigma uncer~
tainty of the points. The deviations are all
within (.51 of the average with no evidence of
systematic trend. In spite of the relatively
inadequate G.25% uncertainty of the goin:n. the
results sghow that the sample L cen be
determined by the transmission method with suf-
ficient accuracy to calcularte CF(ATT) values
with accurscies no worse than a few tenths of a
per cent.

2. Error in Dimensions and Fosition.
In computing CF(ATT;} the best average values
availacle for the contsiner disensions, sample
depth, and sample position are usually used be~
cause careful individuml messurewmants of evary
sample would gererally be prohibitively expen~
sive. The expected normal variation in dipen-
sion; in the manufacturing process =.:.1 then be
1 source of error, perhaps rardo., perhaps sys~
tematic, depending on the nature of the varia~
ticns from the asguted values. In seeling a&ac-—

curate assays, the magnitud~ of error possible
because of such variations must be und-rstood.
Because of the difficulty in obtsining ontain-
ers vith slightly different but sccurately known
dimensions snd becsuse of the very high—preci-
sion gamma-ray spectral measurements that would
be required tc measure the effects of the small
dimensional differences, a8 compurational ap-
pro&ch seexed best to obrtain the required under-
scanding.

Because the sstrle-tn-detectsr distance to
be used in the uranjur sclution system being
develsped must be quite swall to obrain high-
precigion assays in s relatively short time, it
vas appropriate to include & model of the detec-
tor efficlency as a function of both energy and
source position. The procedure described by
Clinel was used to characterize a detector
simflar tc those to be used. Severgl different
sample configurations were modeled using numeric
integraticn for computaticn. The primary param-
eters ccnsidered in each configuration were
uranium ccncentration, ssmple radius, sample
depth, and sample~tc~detectcr distance, the last
parameter oiuviously being sutjec: tc variatior
tecause of differences in the thickness of the
bottoms of the sample containers.

Table V summarizes results for cne aample
cenfiguration and concentraticr of the many com™
brations studied. 1t Is fo. a solutica “O0-cm?
ir are: and i.5 cm Zvep (30 mi) gt g concentra-—
tion of 100 g U/L. The astimared agsay errars
in per cent for 0.C2S-mm (~0.001-1p.) errore in

TABLE V

ESTIMATED PRECISION® AND ESTIMATED ERRGR ~"R A 0.C25-mm ERROR
IN GECMETRICAL PARAMETERS FOR A 3C-ml SAMPLED
of 100-g/2 235U SOLUTION

Est{mated Assay Errcr for 0.02%-mm Errors

Vert. Positicn Sample Kedius

Sasple-to~
Det-~rtor
Distance Precision Sample Depth
(ca) (1) (2)
in 0.17 -0.017
0.32? -0.026
0.10 -0.033
2 0.096 -0.037
0.072 -0.042
0.1 0.005 -0.048

At one-sigms Tavel in 1000 ».

h20 ca? x V1.5 cm deep.

LG R ¢. 2
-0.038 -0.0057
-0.961 -0.014
-0.080 -0.02¢
-0.093 -0.037
-0.111 -0.046
-0.133 -0.055



sample depth, vertical ©position (sswple-to-
detector distance), and sample radius are tabu-
lated for various distances up to 10 cm. The
esrimated precision for 10GC-s assays of solu-
tions made from the usual hLigrly enriched ure-
niun avaflable at Zos Alamos are also given.
1t 1s seen that for distances of 2-3 cm praci-
sions of <0.1% are posrible with positicnal er-
rors of <0.17 4f the verticel position {s con~
tro'led to <0.025 mm.

The important point from Table V is that
dimensicnal parameters must be closely con-
trolled if accurate sssays are tc be obtained
at _.oall sample-to-detector distances. It 1is
alsc clear that if greater courting times can
be used to cbrair the desired precision, count-
ing with greater sample-tc-detector distances
18 advanLagecus bLecause c¢f the smaller effects
of errcr in all of the position parametera.

D. Combined Effects of Self-Attenuation

and Rate-Related Losses

Thke major corrections made for each azsay
are thos2 for the sample ge.f-attenuaticn,
CF(ATT), and the rate-related electronic losses
resulsing from pileup and deadtime CF(RATE).
Generally, no explicit correction fsr error
caused b variaticn in sam,le dimengior and po-
sition will be made, but the magritude of errocr
or bizs related tc ihose effects will be held
belov accepratle limits by strict contrcl of thre
pertinent dimens ‘'on and position parameters.
The correction factors CF(ATT) and CF{RATE) are
nearly independent, there gererally being cnly
mild coupling because of common reference peak
areas used in determining them. Ip actual assay
pituations, both may vary over uvide ranges and
both must be correc:ly determined tc get accu-
rate assay results. The dcvelopment of the ura-

nium solution assay syscem has nct yet reached
the point wheare tests with enriched-uranium
sclutions for thke accuracy of the preduct

CF(ATT) * CF{(RATE) FLave been perfcrmed with the
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best currently available equipment and proce-
dures. The results of such a test done in 1976
for a similar application sliow, however, that
even then the error of the combined corrections
could be kept within a few tenths of a per cant.
It 4{s hoped that with {moproved equipment and
nrocedures the capability can be improved aome-
what. VFigure 4 summarizes the results of the
1976 test exeriise.

As with the previously discussed exercise
for the sccuracy of CF(AIT), the sanmples were
25-p= solutions (10 cm? x 2.5 cm deesp) of uranyl
nitrate spiked with 75Se, but in this case the

S5e spike wvas proportfonal to tne uranium con-
centration, with “he amount adjusted to give
count rates typical of low-burnup plutonium so-
lutions of the same concentration. The concen~
trations 4in the 13 samples ranged from 0.5 to
500-g U/%, and the 7°Se activities were known
with & relative accuracy of "0.2X. Again, the
results are reported for the 136.0-keV jamma ray
of 73sa.

The lower portion of Fig. 4 gives the wag-
nitudes of both correction factors as a function
of uranium concentration. The measured trans-
mission through the samples varied from "“69%
down to “1.3X, giving rise to valvas of CF(ATT)
detween 1.2 and V3.8, The gross count rates
for the samples alone ranged up to “70 000 -1
for the highest concentration, resulting in val-
ues of CF(RATE) between "1,1 and “1.3. Over the
range of concentration and count rate, the prod-
uct CF(ATT) * CF(RATE) changes by a ful) factor
of 10. The upper portion of the tigure gives
the fractional devia;ion of the total corrected
count rat® per unit 55e activizy from the aver-
sge, with onc-sigma estimates of the precision
of each point indicated by the error bars. All
the deviations arey within 21X of the average.

Considering the uncertainty 1an the relative
3ge anrtivities and the larger-than-desirable
precisions of the deviations, the results are
good when compared with the “1000X change 1in
the total correction factor.

This and sll othe: experimentsl tests and
computational studies suggest that for solution
samples, with the advantages of uniformity and
homogeneity that they bring, gamma-ray assay
procedures can have accuracies in the vicinity
of 0.1X. Whether the prasctical 1limit will be
one~tenth of a per cert or several tenths of a
per cent only time and more development work
will tell. It is hoped that the required work
will be largely done during thc next year.
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